
Compressing Sentence Representation for Semantic Retrieval 
via Homomorphic Projective Distillation

Sentence Embedding

Existing Models are Big!

Experiments

Tasks
• Semantic Textual Similarity (STS) Task
• Semantic Retrieval (SR) Task
Data
• SNLI and MNLI dataset
• Data augmentation: WordNet substitution and 

back translation
Model
• Teacher: SimCSE-MPNet & SimCSE-RoBERTalarge

• Student: MiniLM & TinyBERT

Results
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Good sentence representations have wide
applications in NLP:
• web search, question answering, knowledge

inference, machine translation…
Sentence embedding model:
• Input: sentence
• Output: fixed-length continuous vector

State-of-the-Art Sentence Embedding Models:
• Sentence-BERT (SBERT) (Reimers and Gurevych, 2019)

• SimCSE (Gao et al., 2021)

• …

Large Model Size
Sentence-BERTbase: 109M
SimCSE-RoBERTalarge : 355M

Large
Representation Size

Sentence-BERTbase: 768-dim
SimCSE-RoBERTalarge : 1024-dim

Require large memory and suffer from high latency

Homomorphic Projective Distillation
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STS Task (HPD-MiniLM vs SimCSE-RoBERTalarge)
• 97.7% Spearman’s correlation performance
• 7 times higher speed
• 6.5% of parameter

SR Task (HPD-TinyBERT vs SimCSE-RoBERTalarge)
• Competitive MRR performance
• Reduce the retrieval time by 8.2x
• Reduce the memory usage by 8.0x
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